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Ion-induced interfacial mixing in AI/Pd 
bilayers: incident ion energy and film 
thickness dependence 
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The dependence of ion beam mixing on the incident ion energy and film thickness in the 
AI/Pd system are investigated through both experiment and Monte Carlo simulation based on 
cascade mixing. It is found that the optimum film thickness is the mean damage depth and the 
degree of mixing increases with increasing incident ion energy. The radiation-enhanced 
diffusion or thermochemical driving force is found to play an important role, even in the low- 
energy region ( < 40 keV). 

1. Introduction 
Direct ion implantation and ion beam mixing (IBM) 
techniques can be used to improve the mechanical 
and/or chemical properties of a surface. The concen- 
tration of implanted ions attainable by direct ion 
implantation is, however, limited by the sputtering 
that occurs at the surface during ion bombardment. In 
such a situation, the ion beam mixing technique is the 
preferred choice for attaining a high surface concen- 
tration of beneficial elements, since it is not limited by 
sputtering. This IBM process is of considerable inter- 
est for basic research and technological applications 
such as the formation of silicide [1], equilibrium 
compounds and metastable alloys [2]. 

Hung and co-workers [-3, 4-] reported ion-induced 
amorphous and crystalline phase formation in A1/Ni, 
A1/Pd and A1/Pt systems. They used multilayered 
samples which allow for rather well-defined concen- 
tration. They did not, however, comment on the basic 
process of IBM. The complexity of the phenomenon 
calls for further experimental effort and theoretical 
study. A first step towards comprehension of the mix- 
ing of metal multilayers requires a study of the mixing 
phenomenon in only one interface, i.e. a bilayered 
system. Moreover, in the IBM process, it is known 
that the effective thickness of the deposited layer and 
the ion beam characteristics are initially selected to 
give maximum energy deposition at the interface be- 
tween overlayer and substrate to enhance interracial 
.mixing. However, only a few results [-5, 6] have been 
reported for the film thickness and energy depend- 
encies of the IBM process. In practice, it is very 
important to select an optimum combination of the 
thickness of the overlayer film and the incident ion 
energy in order to obtain a large mixing yield. 

Previously we reported [7] the basic mechanisms 
involved in the IBM process in the A1/Pd bilayer 
system. The present study is intended to elucidate the 
film thickness and incident energy dependencies of the 
IBM process. The amount of mixing at the interface 
was investigated by Rutherford back-scattering spec- 
troscopy (RBS) and Auger electron spectroscopy 
(AES). The experimental results for mixing are qual- 
itatively compared with Monte Carlo simulation 
results based on isotropic cascade mixing. 

2. Experimental procedure 
A clean slide glass was placed in a specially designed 
chamber for in situ evaporation and ion beam mixing. 
A 20 nm thick palladium layer (bottom layer) and a 40 
to 90 nm thick layer of aluminium (top layer) were 
deposited on glass at a rate of 0.1 nm sec-1 and then 
irradiated with Ar + to induce interfacial mixing. Mix- 
ing was carried out at a base pressure of 2 x 10 -7 tort 
at room temperature. To avoid sample heating due to 
ion bombardment, the substrate was glued on a large 
copper heat sink. The incident energy of Ar + was 
varied from 20 to 80 keV. The irradiation dose was 
fixed at 1 x 1016 c m  - 2  with a flux of 0.5 gA cm -2. 

AES depth profiles were used to measure the mixing 
efficiency. The primary electron energy and the modu- 
lation voltage were maintained at 3 keV and 2.2 eV 
peak to peak, respectively. AES depth profiles were 
obtained using 1 keV Ar + sputter-etching, with simul- 
taneous monitoring of the A1 LVV (67 eV) and Pd 
MNN (330 eV) AES lines. 

The RBS technique was employed to evaluate an 
accurate film thickness of evaporated aluminium and 
palladium layers and the sputtering rate during 
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Figure I RBS spectra (1.5 keY per channel) of Al(60 nm)/Pd(20 nm) bilayer ( 

Pd 

820 

) before and (- - .) after irradiation with 1 x 1016 Ar + cm -z. 

AES depth profiling with a 3keV Ar + beam of 
25 laA cm-  2. An He + beam extracted from a 2 MeV 
Van de Graaff accelerator [8] was magnetically ana- 
lysed with a solid-state detector at a laboratory 
scattering angle of 160 ~ . The energy resolution of the 
analysing system is 15 keV. 

3. Results and discussion 
3.1. Experimental results of interracial 

mixing 
Fig. 1 shows typical RBS spectra of Al(60 nm)/Pd for 
an as-deposited sample and one irradiated with a dose 
of 1 x 1016 c m  - 2  at an incident energy of 80 keV. The 
incident energy of He + for RBS was 1.25 MeV and the 
target was tilted to an angle of 60 ~ for better depth 
resolution. All of the spectra have been normalized to 
a random glass spectrum obtained from an as-depos- 
ited sample. The signals for various elements are indic- 
ated by arrows in the figure. It can be seen from Fig. 1 
that Ar + ion bombardment has caused a broadening 
of the RBS spectra for palladium and aluminium. It is 
also apparent that the signal height for palladium is 
reduced after Ar + bombardment,  presumably due to 
the redistribution of atoms through the interface. In 
addition the rear-edge portion of the aluminium signal 
moves to lower energy, while the front edge of the 
palladium signal moves to higher energy after Ar + 
bombardment. This result clearly indicates that inter- 
mixing has occurred across the A1/Pd interface as a 
result of Ar + bombardment. The deposited film thick- 
nesses of the aluminium and palladium layers were 
evaluated using computer simulation [9]. The depos- 
ited film thicknesses of aluminium and palladium were 
found to be 60 and 20 nm, respectively. 

The ion beam mixing of an AI(60 nm)/Pd layer, as 
observed by AES depth profiling, is shown in Fig. 2 
along with that of an as-deposited film for compari- 
son. The AES signal of palladium for the mixed 
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sample is normalized to the peak position of palla- 
dium in the signal for the as-deposited sample for 
comparison with each other. After Ar + bombardment, 
the aluminium signal for the interface broadens to- 
ward the palldium side, while the palladium signal 
broadens toward the surface (aluminium side), giving 
the same trend as the RBS result. Auger line-shape 
analysis in the mixed region reveals a chemical shift of 
the 67 eV peak (LVV transition) to a value of 65 eV 
(not shown in this paper), presumably associated with 
PdA1 compound formation [-7]. 

Comparing Figs 1 and 2 for the as-deposited film, 
the sputtering rates for aluminium and palladium 
under 1 keV Ar § during AES depth-profiling are 
found to be 4.42 and 5.02 nm min-1, respectively. The 
average sputtering yields for the unmixed sample are 
found to be 2.8 and 3.6 atoms per ion for the alumi- 
nium and palladium layers, respectively. The calcu- 
lated sputtering yields for aluminium and palladium 
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Figure 2 AES depth profiles of AI(60 nm)/Pd(20 nm) bilayer for 
( ) an unirradiated sample and (- �9 " ) a mixed sample irradiated 
with a dose of 1 x 10Z6Ar + cm -2. 



s 
o 

100 

50 

AI 
1 

\ 

0 
0 30 

I 
1 

."i 
lO 20 

Sputtering time (min) 

Figure 3 AES depth profiles of AI(40 nm)/Pd(20 nm) bilayer for 
( ) an unirradiated sample and ( . . . )  a sample irradiated with 
a dose of 1 • 10a6Ar + cm -2. 

with 1 keV Ar + using an analytical expression [10] 
are found to be 1.9 and 3.2 atoms per ion, respectively. 
The experimentally determined sputtering yields are 
larger than the analytically calculated ones. Exact 
explanation of this discrepancy is very complicated 
because of preferential sputtering at the interface. We 
use the experimental results for sputtering yield for 
further sputtering depth calibration. 

Fig. 3 shows AES depth profiles of Al(40 nm)/Pd 
bilayers for the as-deposited state and for a mixed 
state which received a dose of 1 x 1016 c m  - 2  at an 
energy of 80 keV. The spreading of the aluminium and 
palladium signals at the interface is less than for the 
Al(60 nm)/Pd sample shown in Fig. 2. Above a thick- 
ness of 100 nm for the aluminium layer, the spreading 
of the aluminium and palladium signals after Ar + 
bombardment is negligible. These results show the 
film thickness dependency of the ion beam mixing 
efficiency. 

In this paper, our intent is to elucidate the depend- 
ence of the ion beam mixing efficiency on film thick- 
ness and incident ion energy. The degree of mixing can 
be represented by the degree to which the AES spec- 
tral area spreads across the interface, if sputtering does 
not occur during ion beam mixing. This method, 
however, does not work because of sputtering as can 
be seen in Fig. 2, where the total spectral area of the 
aluminium signal after ion mixing is reduced due to 
sputtering. Instead, the amount the intermixing due to 
Ar + bombardment will be characterized by the in- 
crease in the variance, f~2 of the AES signals for 
aluminium and palladium: 

D2 = ~2(~) _ D2(0 ) (1) 

where D(qb) and 1"2(0) are deduced by measuring the 
half-width between the 16% and 84% points of the 
AES signals for aluminium and palladium at the inter- 
face, for the irradiated, for the irradiated (dose 4) and 
as-deposited (dose 0) sample. Then the variance is 
converted to units of length using the experimentally 
determined sputtering yield. The experimental results 
for aluminium for various aluminium film thickness 
are shown in Fig. 4. The mixing variance has a max- 
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Figure 4 Experimental results of mixing variances for aluminium 
atoms as a function of thickness of the aluminium layer. The Ar + 
ion energy and dose for mixing are 80 keV and 1 x 1016Ar + cm -2, 
respectively. 

imum value at a thickness of 60 nm for the aluminium 
layer. 

Fig. 5 shows AES depth profiles of Al(80 nm)/Pd for 
an as-deposited sample and samples irradiated with 
incident energies of 20 and 80 keV for a dose of 
1 X 1016 c m  - 2 ,  and Fig. 6 shows the experimental 
mixing variances for various incident Ar + energies. 
These results clearly show that the amount of inter- 
mixing for aluminium and palladium increases lin- 
early with increasing Ar + incident energy. The mixing 
variance of aluminium is larger than that of palla- 
dium, even at the low energy of 20 keV. 

3.2. M o n t e  Car lo  s imu la t i on  o f  in ter fac ia l  
m i x i n g  

Computer simulation is probably the most powerful 
approach for the basic study of IBM. In this study, a 
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Figure 5 AES depth profiles of Al(80 nm)/Pd(20 nm) bi]ayer for 
( - - )  an unirradiated sample and samples irradiated with 
(---) 20keVAr + and ('..) 80keVAr +. The Ar + ion dose is fixed 
at 1 • 1016Ar +cm -2. 
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Figure 6 Experimental results of mixing variance for aluminium 
( . - )  and palladium ( ) as a function of the incident Ar + ion 
energy. These results are evaluated from AES depth profiles of 
Al(80 nm)/Pd(20 nm) bilayers. 

computer simulation based on the Monte Carlo tech- 
nique is developed to elucidate the mechanisms of the 
interfacial mixing process and applied to the Pd/A1 
bilayer system for comparison with the present experi- 
mental results. It has the advantage [-11] of offering 
physical pictures and proves to be an effective means 
of obtaining valuable information about mixing. The 
effects of an interface barrier and cascade mixing are 
also considered in this simulation. This computer 
simulation model is based on the binary collision 
approximation for nuclear stopping and the continu- 
ous slow-down energy loss approximation for elec- 
tronic stopping of an ion penetrating into a solid. 
Since the basis of this model has already been de- 
scribed in detail elsewhere [12], we briefly describe 
only the present Monte Carlo simulation of the IBM 
process. 

The Ziegler-Biersack potential is adopted for elas- 
tic scattering between colliding atoms because this 
potential describes the interatomic potential very well, 
particularly in the low-energy region as confirmed by 
recent experiments [13, 14]. The electronic energy loss 
(AEe) in the low-energy region (ElM <_ 10 keVa.m.u.- 1) 
is described by the Lindhard formula [15] where it is 
linearly proportional to the velocity of the penetrating 
ion; 

SL = kE 1/2 

= (1.216 x 1 0  - 2 )  
Z71/6 Z 2 

M1/2t72/3 1 t ~ l  "~ Z22/3) 3/2 

eV1/2 nm 2 (2) 

AE e = N SL I 

where N is the atomic density and I is the step length 
or distance between successive elastic collisions. For  
the high-energy region ( E / M  > 10 MeV a.m.u.- 1), the 
modified Bethe-Bloch formula [,-16, 17] is known to be 
valid; 

Sn - 8rcZ~eNln e. + 1 + (3) 
loeb ~a 

AEe = NSnl  

with eB = 2mev2/Z2Io, where m e is the electron mass, 
Z 2 I  o is the average excitation energy, and C = 5 or 
C = I O O Z 1 / Z  2 for ZI < 3. For  the medium-energy 
region, the interpolation scheme [17] is useful: 

SM = (SL1 + S~1)-1 
(4) 

AEe = NSM1 

The incident ion loses its kinetic energy through 
both inelastic collisions with atomic electrons and 
elastic collision with randomly distributed target 
atoms. The recoil atom, which receives more kinetic 
energy than the threshold displacement energy (Ed) 
through elastic collision, undergoes successive colli- 
sion processes as does the incident ion until its kinetic 
energy becomes less than a certain cut-off energy (Ee). 
If these recoil atoms obtain a high enough energy to 
generate other recoil processes, this causes high-order 
recoils leading to the so-called collision cascade. 
Those recoil atoms which reach the surface with kin- 
etic energy greater than the surface barrier energy (us) 
leave the surface, and are called sputtered atoms. 
When a collision cascade takes place at the interface of 
a bilayer system, an intermixed layer is formed at the 
interface due to the recoiled atoms. 

In this simulation for the A1/Pd system, the fol- 
lowing parameters are used; E c = E d ,  u s = 3.36 eV, 
Ed = 16.5 eV for aluminium and Ed = 26 eV for palla- 
dium [18, 19]. The total thickness of the AI/Pd bilayer 
system is divided into a large number of layers (2 nm 
per layer). All of the collisional processes such as 
cascade mixing, sputtering and depth distribution of 
the implanted ions are simulated with 1000 incident 
Ar + ions. In this simulation, we vary the deposited 
aluminium film thickness from 20 to 100 nm to invest- 
igate the optimum film thickness for ion beam mixing 
at a fixed Ar + incident energy of 80 keV, and also vary 
the incident ion energy from 20 to 100 keV with a fixed 
aluminium film thickness of 80 nm. 

Fig. 7 shows the simulated distribution of vacancies 
and intermixed aluminium atoms (Fig. 7a) and palla- 
dium atoms (Fig. 7b) after 80 keV Ar + bombardment 
into the Al(40 nm)/Pd system. The vacancy distribu- 
tion is broader than that of intermixed atoms. Quant- 
itatively, 90% of the intermixed atoms come from the 
layer within a distance of 4 nm from the interface. The 
total numbers of intermixed aluminium and palla- 
dium atoms are 3801 and 3015 atoms, respectively, 
and the maximum mixing lengths for aluminium and 
palladium atoms are 20 and 16 nm, respectively. The 
total number of vacancies resulting from displaced 
aluminium atoms is larger than that produced by 
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Figure 7 Monte  Carlo simulation results for the distribution of 
vacancy-displaced (a) a luminium and (b) palladium atoms due to 
80 keVAr + bombardment  in an AI(40 nm)/Pd bilayer. 

displaced palladium atoms. These simulation results 
show that the ion mixing enhances the movement of 
the lighter species, that is, the lighter atom plays the 
role of the dominant moving species in a cascade 
process during ion mixing, which is in good agreement 
with our previous experimental results [73. 

Fig. 8 shows the simulation results for the mixing 
amounts of aluminium and palladium atoms as a 
function of aluminium film thickness. In this case, we 
did not take account of sputtering during ion mixing. 
The mixing amount reaches a maximum value at a 
thickness of 40 nm, while the experimental results 
show that the maximum mixing amount  is observed 
at a thickness of 60 nm. It has been found [7] that the 
thickness of aluminium sputtered by an ion dose of 
1 x 1016 cm -2 with an incident energy of 80 keV was 
10 nm from RBS area analysis for aluminium, and this 
increased with ion dose. Therefore, assuming a sput- 
tered layer of 10 nm, the real thickness of the alumi- 
nium layer becomes 50 nm after ion mixing, which is 
close to the simulation result. The mean projected 
range of the incident Ar + and the mean damage depth 
are found to be 77 + 28 and 45 4- 5 nm, respectively, 
from this simulation. The experimental and simulated 
results show that the optimum film thickness to get the 
maximum ion mixing yield is close to the mean 
damage depth. 

A 

0 

X 

E 
o 

~s 

E 

o > 

I 
O0 5 10 

Thickness (nrn) 

Figure 8 Monte  Carlo simulation results for the number  of dis- 
placed ( - - . - - )  a luminium and ( ) palladium atoms as a function 
of thickness of the a luminium layer at the AI Pd interface due to 
80 keV Ar + bombardment .  

The simulated incident energy dependence of ion 
beam mixing is shown in Fig. 9. The amount of mixing 
increases with increasing Ar + incident energy, which 
agrees qualitatively with the experimental results. 
There is, however, a discrepancy with the experi- 
mental results at low energies below 40 keV. In the 
simulation results, the mixing amount  is negligible 
below 40 keV, while the experimental results show a 
relatively large amount of mixing. This discrepancy 
may arise from the mixing mechanisms involved in the 
IBM process. 

Ion bombardment may greatly enhance the diffu- 
sion of substitutional or interstitial atoms. The in- 
creased vacancy concentration causes a pronounced 
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Figure 9 Monte Carlo simulation results for the number of dis- 
placed (--.--) aluminium and ( ) palladium atoms as a function 
of incident energy across the interface of an AI(80 nm)/Pd bilayer. 
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increase in diffusion by the vacancy mechanism, which 
is usually referred to as radiation-enhanced diffusion 
(RED) [20]. At lower temperatures below the RED 
region, isotropic cascades are known to contribute to 
the short-range mixing. In addition, Cheng et al. [21] 
recently derived a phenomenological equation for the 
effective diffusion rate, based on the thermochemical 
properties of the mixing species for a system which has 
a relatively high heat of mixing enthalpy. The qualitat- 
ive tendencies for energy dependency, dose depend- 
ency and thickness dependency in those mechanisms 
are the same, but the quantitative mixing amounts 
show great differences; that is, the diffusion constants 
based on RED and the thermochemical mechanism 
are higher than those of the cascade mixing mechan- 
ism by an order of 2 and 1, respectively, in the A1/Pd 
system [7]. Previously we reported [7] that the ion 
beam mixing mechanisms for aluminium and palla- 
dium are RED and thermochemical and/or cascade 
mixing effects, respectively. The experimental results 
for energy dependence as shown in Fig. 6 show that 
relatively large amounts of mixing take place even at 
low energy, which means that an interfacial mixing 
process due to RED or a thermochemical mechanism 
must take place even at low energy. In order to 
interpret this amount of mixing, a computer simu- 
lation including RED and thermochemical properties 
is needed. 

4. C o n c l u s i o n s  
Incident Ar + energy and deposited aluminium film 
thickness dependencies of ion beam mixing in the 
A1/Pd bilayer system are investigated in this study. 
AES and RBS results show clearly that intermixing 
has occurred across the A1-Pd interface as a result of 
Ar + bombardment, and there is strong evidence that 
the mixing amount is dependent on incident energy 
and film thickness; the mixing amount has a max- 
imum value at an aluminium layer thickness of 60 rim, 
and this increases with increasing incident Ar + energy. 

Computer simulation results based on cascade mix- 
ing show that most of the mixed atoms come from a 
distance within 4 nm of the interface, and the total 
number of intermixed atoms and maximum mixing 
length for aluminium are larger than those for palla- 
dium, which means that the lighter atom plays the role 
of the dominant moving species in the cascade region 
during ion mixing. The simulation 'results for incident 

energy and film thickness dependencies are qualitat- 
ively similar to the experimental results. The experi- 
mental results show that relatively large amounts of 
mixing, presumably due to RED or a thermochemical 
effect, take place even at lower energy. It is found that 
the optimum film thickness to give maximum mixing 
yield is the mean depth. 
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